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Empowering SFDA via MLLM-Guided Reliability-Based Curriculum Learning

Background and Motivation
Problem

➤ Source-Free Domain Adaptation (SFDA) adapts models without 
access to source data

➤ Existing SFDA methods:
○ Single-model pseudo-labels
○ Handcrafted prompts or confidence filtering

➤ Limited zero-shot performance of multimodal LLMs (MLLMs)
○ Predictions can be inconsistent across samples
○ Outputs are noisy and free-form
○ Direct use is computationally expensive

➤ Challenge: use strong teachers while controlling label noise
Key Idea

➤ Use multiple frozen MLLMs as supervision sources
➤ Measure teacher agreement to estimate pseudo-label reliability
➤ Train progressively using a reliability-based curriculum
➤ Learn a compact student model for efficient deployment

Pseudo-labeling with STS
➤ MLLM outputs are free-form and not label-aligned
➤ STS maps outputs and classes into a shared embedding space
➤ Pseudo-labels are assigned via maximum semantic similarity

➤ Multiple frozen MLLMs generate pseudo-labels
➤ Teacher agreement estimates label reliability
➤ Dataset split into reliable / less-reliable / unreliable subsets

➤ Reliable (RKT) → Less reliable (SMKE) → Unreliable (MMR)

Main Results

Reliability-Based Curriculum Learning Ablation Studies

Conclusion / Summary

➤ Each RCL stage/component  improves performance incrementally
➤ Even without MLLMs, RCL gets competitive performance 

➤ RCL remains robust across different teacher choices
➤ Performance improves up to three teachers, and saturates beyond

➤ Performance gains are architecture-agnostic
➤ STS reduces sensitivity to prompt variations for teacher pseudo-label generation

➤ Introduce MLLMs as foundation teachers for SFDA task
➤ Align free-form MLLM outputs using STS
➤ Propose Multi-teacher consensus to estimate label reliability
➤ Design RCL, a three-stage curriculum learning framework: 

○ Reliable → Less reliable → Unreliable samples
➤ Achieves SOTA SFDA without foundation model fine-tuning

RCL improves robustness by prioritizing reliable supervision before 
learning from noisy samples.

TL;DR
Multi-teacher MLLM distillation + reliability-based curriculum 

learning for SOTA Source-Free Domain Adaptation!

Reliability-based Curriculum Learning (RCL)

SF: Source-Free ; CP: uses CLIP; ViT: ViT backbone; *Zero-shot with STS 
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