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CNNs Recap



CNN Limitations: Receptive Fields
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CNN Limitations: Receptive Fields

3x35x57x7



CNN Limitations

● CNNs are built around locality
● Not well suited to modeling long 

distance relationships 
● Far image regions do not interact



Can we focus on specific regions?



Attention Is All You Need



Attention Is All You Need: Attention, Transformers, ViTs

● Tokens

● Attention

● Self & Multi-head Attention

● Vision Transformers



Tokens

● Tokens can be seen as a vector of neurons
● Encapsulate bundle of information



Tokenization



Tokenization



Attention: What should “goat” be?

The sheep and goat are grazing.

Messi is the goat, not Ronaldo.

Q: What does goat mean here? Animal

Footballer (Greatest of all time)

The sheep and goat are grazing.

Q: What does goat mean here?
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Animal Features

The sheep and goat are grazing.

Messi is the goat, not Ronaldo.

 



Similarity: Dot Product
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Similarity: Scaled Dot Product
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What should “goat” be?
Fo
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Animal

the
is

and
grazing

The sheep 
and goat are 
grazing.

Messi is the 
goat, not 
Ronaldo.

Word/Token Embedding

the [1,1]

sheep [4,0]

and [0,0]

goat ???

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]
not

Messi

Ronaldo

sheep



What should “goat” be?
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The sheep 
and goat are 
grazing.

Messi is the 
goat, not 
Ronaldo.

Word Embedding

the [1,1]

sheep [4,0]

and [0,0]

goat [2.5,2.5]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]
not

Messi

Ronaldo

sheep



What should “goat” be?

Messi is the goat, not Ronaldo.

The sheep and goat are grazing. 

 

 

Word Q,K,V

the [1,1]

sheep [4,0]

and [0,0]

goat [2.5,2.5]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]

 

*Note: We take Q,K,V as same for this simple illustrative example



Attention: Calculate Scores

Attention scores are computed as the dot product of the Query (Q) of 
the target word (goat) with the Keys (K) of all words in the sentence.

 

Word Q,K,V

the [1,1]

sheep [4,0]

and [0,0]

goat [2.5,2.5]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]

 

  

 

The sheep and goat 
are grazing.

Messi is the goat, 
not Ronaldo.



Attention: Scale Scores

 

 

Word Q,K,V

the [1,1]

sheep [4,0]

and [0,0]

goat [2.5,2.5]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]

 

 

The sheep and goat 
are grazing.

Messi is the goat, 
not Ronaldo.

 

 



Attention: Softmax

We convert the scaled scores into probabilities using the Softmax.

 

Word Q,K,V

the [1,1]

sheep [4,0]

and [0,0]

goat [2.5,2.5]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]

 

 

The sheep and goat 
are grazing.

Messi is the goat, 
not Ronaldo.

 

 



Attention: Weighted Sum

The output for goat is the weighted sum of the Value (V) vectors.

 

Word Q,K,V

the [1,1]

sheep [4,0]

and [0,0]

goat [2.5,2.5]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]

 

 

The sheep and goat 
are grazing.

Messi is the goat, 
not Ronaldo.

 

 



What should “goat” be?
Fo
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and grazing

 

 

The sheep and goat 
are grazing.

Messi is the goat, 
not Ronaldo.

Word Q,K,V

the [1,1]

sheep [4,0]

and [0,0]

goat (S1) [3.77,1.15]

goat (S2) [1.08,3.79]

grazing [5,0]

Messi [0,5]

is [1,1]

not [0,0]

Ronaldo [0,4]



Scaled Dot-Product Attention

● Query (Q)
○ The current word/token’s focus or what it's "asking for."
○ A vector representing the intent of the query word.

● Key (K)
○ The identity or "role" of each word in the context of the sentence.
○ A matrix where each row corresponds to a word and holds its 

contextual representation.
● Value (V)

○ The information or content associated with each word.
○ A matrix where each row corresponds to a word’s content to 

aggregate if it’s attended to.



Attention: Single Query

 

 

 

 



Attention: Multiple Query

 

 

 

 



Self-Attention

Let us take following sentence with new embeddings:
We will use all words as Q, K, and V

Messi is the goat, not Ronaldo.

Word Q,K,V

Messi [6,2]

is [1,1]

the [1,1]

goat [5,3]

, [0,0]

not [1,0]

Ronaldo [4,2]

 



Self-Attention

Messi is the goat, not Ronaldo. Word Q,K,V

Messi [6,2]

is [1,1]

the [1,1]

goat [5,3]

, [0,0]

not [1,0]

Ronaldo [4,2]

Messi is the goat , not Ronaldo

Messi 28.37 5.67 5.67 25.53 0 4.25 19.86

Step 1: 

 



Self-Attention

Messi is the goat, not Ronaldo. Word sij

Messi 28.37

is 5.67

the 5.67

goat 25.53

, 0.00

not 4.25

Ronaldo 19.86

Messi is the goat , not Ronaldo

Messi 0.94 0.0 0.0 0.06 0 0.0 0.0

Step 2:

 

 



Self-Attention

Messi is the goat, not Ronaldo.
Messi is the goat , not Ronaldo

Messi 0.94 0.0 0.0 0.06 0.0 0.0 0.0

is 0.44 0.01 0.01 0.44 0.0 0.0 0.11

the 0.44 0.01 0.01 0.44 0.0 0.0 0.11

goat 0.8 0.0 0.0 0.2 0.0 0.0 0.0

, 0.14 0.14 0.14 0.14 0.14 0.14 0.14

not 0.54 0.02 0.02 0.27 0.01 0.02 0.13

Ronaldo 0.0 0.0 0.0 0.2 0.0 0.0 0.8



Multi-head Attention

One head Multiple heads



Multi-head Attention

 



Using Attention: Transformers

Messi is the goat, not Ronaldo.

Messi est la chèvre, pas Ronaldo.

メッシはゴートで、ロナウドではありません。

梅西是山羊，不是罗纳尔多。



Vision Transformers



Visual Attention



Visual Attention: Dot-product Similarity

 
 

 

 



Image to Patches

  



Linear Projection

Linear Projection

 

 

 

  

  



Positional Encoding

Linear Projection

 

 

 

  

  

 

 



Transformer Encoder

Linear Projection

 

 

  

  

 

 

Transformer Encoder



Transformer Encoder

   

Transformer Encoder



Transformer Encoder

    

Transformer Encoder

 MLP
Head  



Vision Transformer (ViT)



ViTs vs ResNet



ViTs vs ResNet

ImageNet:
- 1k Classes
- 1.2M images



ViTs vs ResNet

ImageNet:
- 1k Classes
- 1.2M images

ImageNet-21k
- 21k classes
- 14M images



ViTs vs ResNet

ImageNet:
- 1k Classes
- 1.2M images

ImageNet-21k
- 21k classes
- 14M images

JFT-300M
- 300M images



Thank you 
for your attention :)


