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Pretraining Datasets!

1.4 M Images  400 M 
Images-Text Pairs



Data Privacy in AI

Source: CNN Business
Source: The Wall Street Journal

Source: The Guardian

Source: The Economic Times



Images Contain Rich Private/Personal Data!

Images from Google’s OpenImages Dataset!
Scraped without consent

Identity & 
Relations

Location

Identifiers

Occupation



Data Rights, Access, and Privacy Regulation Compliance

Restricted Data Access Data Access without Consent

How can we train models without 
access to data?

How can we make data without 
consent usable?

Data-Free Learning! Image Anonymization!
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RCL: Empowering Source-Free Domain 
Adaptation via MLLM-Guided 
Reliability-Based Curriculum Learning 
Dongjie Chen*, Kartik Patwari*, Xiaoguang Zhu, Zhengfeng Lai, Samson Cheung, Chen-Nee Chuah

Under Submission



Background: UDA and SFDA

Unsupervised Domain Adaptation (UDA)

Transfer of knowledge from a labeled source 
domain to an unlabeled target domain under 
domain-shift

Source-Free Domain Adaptation (SFDA)

Transfer of knowledge from a pre-trained 
source model to an unlabeled target domain 
under domain-shift without access to source 
data.

- Source data unavailable 
- Privacy or copyright reasons

Labeled Source 
Dataset

Unlabeled 
Target Dataset

ChairBag ?? ??

Labeled Source 
Dataset

ChairBag

Unlabeled 
Target Dataset

?? ??



Background: UDA and SFDA

Unsupervised Domain Adaptation (UDA) Source-Free Domain Adaptation (SFDA)

Source Training

Target Adaptation

Labeled Source 
Dataset

Unlabeled 
Target Dataset

ChairBag ?? ??

Labeled Source 
Dataset

ChairBag

Unlabeled 
Target Dataset

?? ??



SFDA Datasets: Office-Home

Domains: 4 (Art, Clipart, Product, Real World)

65 Classes, 15,000 Images



SFDA Datasets: DomainNet

Domains: 6 (Real, Art, Painting, Clipart, Quickdraw, Infograph)

126 Classes, 596k Images 



MLLMs: Background

● Multimodal LLMs

● Enable LLMs to comprehend multimodal information 

What are MLLMs?



MLLMs: Visual Question Answering (VQA) 

VQA: Computer vision task that involves answering questions about an image



Image Classification as VQA with MLLMs

Output: 

Alarm_clock

MLLM

Input Text Prompt:

"What is the closest name from this 
list to describe the object in the 

image? return the name only. 
{str(class_names)}"

Input Image: 

class_names = [“Alarm_clock”, 
“Car”, “Plane”, … ]



Image Classification as VQA with MLLMs

Issue: MLLM do not always follow prompts!! 



Semantic Text Similarity (STS)

Solution: Proposed STS!



MLLM with STS

MLLMs: ShareGPT4V-13B, InstructBLIP-XXL, LLaVA-34B

↳ Zero-Shot with STS already beats SOTA SFDA!

Issues: (1) MLLMs are large! (2) Inconsistency between MLLMs



Reliability-based Curriculum Learning (RCL)

→ RCL uses MLLMs for MTKD with Consensus-based Reliability and Curriculum Learning

Issue 1: MLLMs are large! 

Issue 2: Inconsistency between MLLMs

Solution: Knowledge Distillation (KD)

Solution: Multi-Teacher KD (MTKD)



Consensus-based Reliability Measurement

LLaVA

ShrGPT

InsBLIP

Clock

Clock

Clock

LLaVA

ShrGPT

InsBLIP

Clock

Bus

Clock

LLaVA

ShrGPT

InsBLIP

Clock

Bus

Plane

MLLMs Pseudo-label

Partial Agreement → Less Reliable 

Full Agreement → Reliable 

No Agreement → Un-Reliable 

Clock

Clock

???



Stage 1: Reliable Knowledge Transfer



Stage 2: Self-Correcting and MLLM-guided Knowledge Expansion



Stage 3: Multi-Hot Masking Refinement



Reliability-based Curriculum Learning (RCL)



Main Results: Office-Home

Table 1: Accuracy (%) on Office-Home dataset. 



Main Results

Table 2: Accuracy (%) on DomainNet and VisDA datasets. 



More Results & Ablation Studies

Table 3: Ablation on RCL components 

Table 4: RCL backbone choice 

Fig 1: Direct distillation from single MLLMs 

Fig 2: Choice of MLLM ensemble 
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RefSD: Rendering-Refined Stable 
Diffusion for Privacy Compliant 
Synthetic Data
Kartik Patwari*, David Schneider*, Xiaoxiao Sun, Chen-Nee Chuah, Lingjuan Lyu, Vivek Sharma*

Under Submission



Image Anonymization

Images contain PIIs (Personal identifiable Information)

Including: People, Faces, License Plates, Text, etc.

Detect PIIs



Image Anonymization

Images contain PIIs (Personal identifiable Information)

Including: People, Faces, License Plates, Text, etc.

Anonymization is process 
of removing PIIs

Remove PIIs



Human Synthesis: GANs (DeepPrivacy2, WACV’24)

DP2



Human Synthesis: Stable Diffusion Inpaint (ICCV’23)

Mask-SD

Black Male
Red Tank Top

Output

Segmentation Mask

Input



Human Synthesis: Stable Diffusion with Stable Pose (NeurIPS’24) 

Stable-Pose

Black Male
Red Tank Top

Output

Pose Detection

Input



Human Synthesis

Privacy

Pose

Scene Integrity

Prompt Control

Image Quality

Original
DP2 

(WACV’24)
Mask-SD 
(ICCV’23)

Pose-SD 
(NeurIPS’24)



Human Synthesis

Privacy

Pose

Scene Integrity

Prompt Control

Image Quality

Original
DP2 

(WACV’24)
Mask-SD 
(ICCV’23)

Pose-SD 
(NeurIPS’24)

RefSD 
(Ours)



Rendering Refined Stable Diffusion (RefSD)

RefSD removed humans completely and replaces them with pose-aligned 3D rendered avatars.



RefSD Pipeline

Person
Segmentation

Body
Mesh 

Estimation

Diffusion 
Inpaint

Text
Prompt

CannyEdge
Stable 

Diffusion

ControlNet



Prompt Design

Prefix + Attribute Prompt + Suffix

Prefix: 
seen from front
seen from behind

Attribute Prompt: 
A {age} {ethnicity} {gender} with {body attr}, showing {emotion} emotion.

Suffix: 
The image is natural, realistic, sharp focus, high detail, medium format 
photograph, person, (Nikon DSLR Camera, 8K resolution, Detailed body 
features).



Prompt Complexity

Basic Prompt: 
A {age} person.
A {ethnicity} person.

Simple Prompt: 
A {age} {ethnicity} {gender} with {body attr}, showing {emotion} emotion.

Medium Prompt: 
A {age} {ethnicity} {gender} with clearly {body attr}, showing exaggerated 
{emotion} emotion.

Complex Prompt: 
A {age} {ethnicity} {gender} with clearly {body attr}, showing exaggerated 
{emotion} emotion. + Suffix



Prompt Complexity



Prompt Complexity



Attribute Fidelity



Attribute Fidelity



Fine-Grain Attribute Translation



Image Utility: Downstream Training

Table 4: Classifier training using real (R) and 
RefSD’s synthetic (S) data on RAF-DB dataset

Table 4: Detector training using real (R) and RefSD’s 
synthetic (S) data on OpenImages dataset

RefSD consistently improves ML training performance, either used with or as pre-training.



Comparisons with Recent Anonymization Methods
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PerceptAnon: Exploring the Human 
Perception of Image Anonymization 
Beyond Pseudonymization for GDPR
Kartik Patwari*, David Schneider*, Xiaoxiao Sun, Chen-Nee Chuah, Lingjuan Lyu, Vivek Sharma*

ICML 2024



Image Anonymization: Remaining Privacy Cues?

Anonymization is process 
of removing PIIs

Remove PIIs

Can background 
de-anonymize?



PerceptAnon

GDPR: “the use of additional information can lead to identification of individuals".

Paper



Thank you!

kpatwari@ucdavis.edu
kartikp7.github.io


